
 

 

DATA MINING FOR BUSINESS ANALYTICS 

TOPICS: THE TOPIC OF OVERVIEW OF DATA MINING PROCESS, ESSENTIALS OF DATA 
MINING, DATA EXPLORATION AND DIMENSION REDUCTION, STATISTICAL APPROACHES TO 
ESTIMATION AND PREDICTION, SIMPLE LINEAR REGRESSION, MULTIPLE LINEAR 
REGRESSION AND MODEL BUILDING, K-NEAREST NEIGHBORS (K-NN), NAIVE BAYES 
CLASSIFIER, CLASSIFICATION OF REGRESSION TREE, EVALUATING CLASSIFICATION AND 
PREDICTIVE PERFORMANCE, LOGISTIC REGRESSION & CLUSTER ANALYSIS.  

Multiple-choice questions on data mining for business analytics, covering various 
topics at an MBA level. Each question is followed by its answer. 

 

1. Ques: What is the first step in the data mining process? 

   a-: Data exploration. 

   b-: Data preprocessing. 

   c-: Data cleaning. 

   d-: Data collection. 

   Ans: d-: Data collection 

2. Ques: Which of the following is an essential technique in data mining? 

   a-: Data visualization. 

   b-: Data storage. 

   c-: Data replication. 

   d-: Data transmission. 

   Ans: a-: Data visualization 

3. Ques: Which data mining technique is used to reduce the dimensionality of the 
data? 

   a-: K-Nearest Neighbors (K-NN) 

   b-: Naive Bayes Classifier 

   c-: Principal Component Analysis (PCA-: 

   d-: Logistic Regression 

   Ans: c-: Principal Component Analysis (PCA-: 

 

4. Ques: Which statistical approach is used for estimation and prediction in data 
mining? 

   a-: Data sampling 

   b-: Data transformation 

   c-: Regression analysis 

   d-: Clustering analysis 

   Ans: c-: Regression analysis 



 

 

5. Ques: What is the purpose of data exploration in data mining? 

   a-: To eliminate outliers from the dataset 

   b-: To identify interesting patterns and trends in the data 

   c-: To apply machine learning algorithms 

   d-: To classify data into different categories 

   Ans: b-: To identify interesting patterns and trends in the data 

6. Ques: In the context of model building, what does the term "overfitting" mean? 

   a-: The model is too complex and performs well on training data but poorly on 
unseen data. 

   b-: The model is too simple and does not capture the underlying patterns in the 
data. 

   c-: The model is well-balanced and performs equally well on training and testing 
data. 

   d-: The model is unable to make predictions due to missing data. 

   Ans: a-: The model is too complex and performs well on training data but poorly 
on unseen data. 

7. Ques: Which data mining technique is used for both classification and regression 
tasks? 

   a-: K-Nearest Neighbors (K-NN) 

   b-: Logistic Regression 

   c-: Naive Bayes Classifier 

   d-: Decision Tree 

   Ans: d-: Decision Tree 

8. Ques: What is the main advantage of the Naive Bayes Classifier? 

   a-: It is easy to implement and computationally efficient. 

   b-: It can handle complex data structures and relationships. 

   c-: It performs well with high-dimensional data. 

   d-: It requires minimal data preprocessing. 

   Ans: a-: It is easy to implement and computationally efficient. 

9. Ques: Which evaluation metric is used to assess the performance of a 
classification model? 

   a-: Mean Absolute Error (MAE) 

   b-: Root Mean Squared Error (RMSE) 

   c-: F1 score 

   d-: R-squared (R2) 

   Ans: c-: F1 score 



 

 

 

10. Ques: What is the primary purpose of logistic regression in data mining? 

    a-: To predict numerical values for a continuous outcome variable. 

    b-: To classify data into two or more discrete categories. 

    c-: To identify associations between variables. 

    d-: To cluster similar data points together. 

    Ans: b-: To classify data into two or more discrete categories. 

11. Ques: Which data mining technique is used for unsupervised learning to group 
similar data points together? 

    a-: Decision Tree 

    b-: K-Nearest Neighbors (K-NN) 

    c-: Logistic Regression 

    d-: Cluster Analysis 

    Ans: d-: Cluster Analysis 

12. Ques: In multiple linear regression, how many independent variables can be 
used to predict the dependent variable? 

    a-: One 

    b-: Two 

    c-: Three 

    d-: Any number 

    Ans: d-: Any number 

13. Ques: Which step in the data mining process involves handling missing or 
incomplete data? 

    a-: Data transformation 

    b-: Data cleaning 

    c-: Data modeling 

    d-: Data visualization 

    Ans: b-: Data cleaning 

14. Ques: Which data mining technique uses the "k-nearest neighbors" to make 
predictions for a new data point? 

    a-: K-Nearest Neighbors (K-NN) 

    b-: Naive Bayes Classifier 

    c-: Logistic Regression 



 

 

    d-: Decision Tree 

    Ans: a-: K-Nearest Neighbors (K-NN) 

15. Ques: What is the purpose of cross-validation in data mining? 

    a-: To create new features from the existing data. 

    b-: To estimate how well a model will generalize to new data. 

    c-: To convert categorical variables into numerical values. 

    d-: To apply regularization to prevent overfitting. 

    Ans: b-: To estimate how well a model will generalize to new data. 

16. Ques: Which data mining technique is used for predicting a continuous outcome 
variable? 

    a-: Classification 

    b-: Clustering 

    c-: Regression 

    d-: Association rule mining 

    Ans: c-: Regression 

17. Ques: Which method is used to determine the optimal number of clusters in a 
cluster analysis? 

    a-: Elbow method 

    b-: Pearson correlation coefficient 

    c-: Confidence interval 

    d-: T-test 

    Ans: a-: Elbow method 

18. Ques: What does the "lift" measure in association rule mining? 

    a-: The ratio of the probability of the antecedent and the consequent. 

    b-: The relative importance of an item in a market basket. 

    c-: The degree of similarity between two clusters. 

    d-: The reduction in dimensionality achieved by the algorithm. 

    Ans: a-: The ratio of the probability of the antecedent and the consequent. 

19. Ques: In data mining, what does the term "support" refer to in association rule 
mining? 

    a-: The number of transactions containing the itemset divided by the total 
number of transactions. 

    b-: The confidence of the rule. 



 

 

    c-: The number of items in the itemset. 

    d-: The number of rules generated. 

    Ans: a-: The number of transactions containing the itemset divided by the total 
number of transactions. 

20. Ques: Which data exploration technique is used to identify outliers in a dataset? 

    a-: Box plot 

    b-: Histogram 

    c-: Scatter plot 

    d-: Pie chart 

    Ans: a-: Box plot 

21. Ques: Which statistical measure is used to quantify the relationship between two 
numerical variables in data exploration? 

    a-: Covariance 

    b-: Mode 

    c-: Skewness 

    d-: Correlation coefficient 

    Ans: d-: Correlation coefficient 

 

22. Ques: In data exploration, what does a positive correlation coefficient indicate? 

    a-: Strong negative relationship between variables. 

    b-: Weak positive relationship between variables. 

    c-: Strong positive relationship between variables. 

    d-: No relationship between variables. 

    Ans: c-: Strong positive relationship between variables. 

23. Ques: Which data exploration technique is used to summarize the distribution of 
a single numerical variable? 

    a-: Box plot 

    b-: Histogram 

    c-: Scatter plot 

    d-: Pie chart 

    Ans: b-: Histogram 

 



 

 

24. Ques: What is the primary goal of dimension reduction techniques in data 
exploration? 

    a-: To increase the dimensionality of the data. 

    b-: To visualize data in a 3D space. 

    c-: To identify outliers in the dataset. 

    d-: To represent data in a lower-dimensional space while preserving important 
information. 

    Ans: d-: To represent data in a lower-dimensional space while preserving 
important information. 

25. Ques: What is the main advantage of using principal component analysis (PCA-: 
for dimension reduction? 

    a-: It guarantees that no information is lost during the process. 

    b-: It is computationally less intensive compared to other methods. 

    c-: It requires no data preprocessing. 

    d-: It can handle categorical variables. 

    Ans: a-: It guarantees that no information is lost during the process. 

 

26. Ques: In data exploration, which of the following is a categorical data 
visualization technique? 

    a-: Scatter plot 

    b-: Box plot 

    c-: Bar chart 

    d-: Histogram 

    Ans: c-: Bar chart 

27. Ques: Which data mining technique is used for predicting a categorical outcome 
variable? 

    a-: Clustering 

    b-: Regression 

    c-: Classification 

    d-: Association rule mining 

    Ans: c-: Classification 

28. Ques: Which evaluation metric is used to assess the performance of a regression 
model? 

    a-: F1 score 



 

 

    b-: R-squared (R2) 

    c-: Accuracy 

    d-: Precision 

    Ans: b-: R-squared (R2) 

29. Ques: Which step in the data mining process involves transforming the data into 
a suitable format for modeling? 

    a-: Data cleaning 

    b-: Data transformation 

    c-: Data modeling 

    d-: Data exploration 

    Ans: b-: Data transformation 

30. Ques: What is the purpose of data cleaning in the data mining process? 

    a-: To summarize the data and explore relationships between variables. 

    b-: To remove outliers and missing values from the dataset. 

    c-: To select the appropriate data mining algorithm for the task. 

    d-: To visualize data in a lower-dimensional space. 

    Ans: b-: To remove outliers and missing values from the dataset. 

31. Ques: Which data mining technique uses a probabilistic model to classify data 
points? 

    a-: Decision Tree 

    b-: K-Nearest Neighbors (K-NN) 

    c-: Naive Bayes Classifier 

    d-: Cluster Analysis 

    Ans: c-: Naive Bayes Classifier 

32. Ques: What is the primary goal of data exploration in business analytics? 

    a-: To build predictive models for forecasting future sales. 

    b-: To understand the underlying patterns and relationships in the data. 

    c-: To apply machine learning algorithms for data processing. 

    d-: To segment the customer base for targeted marketing. 

    Ans: b-: To understand the underlying patterns and relationships in the data. 

33. Ques: Which data mining technique is used to identify rules that describe 
relationships between variables in a dataset? 



 

 

    a-: K-Nearest Neighbors (K-NN) 

    b-: Association rule mining 

    c-: Logistic Regression 

    d-: Cluster Analysis 

    Ans: b-: Association rule mining 

34. Ques: In data exploration, what does the term "skewness" refer to? 

    a-: The measure of the dispersion of data points around the mean. 

    b-: The measure of the symmetry of the data distribution. 

    c-: The measure of the strength of the relationship between two variables. 

    d-: The measure of the average distance between data points and the regression 
line. 

    Ans: b-: The measure of the symmetry of the data distribution. 

35. Ques: Which data exploration technique is used to visualize the relationship 
between two numerical variables? 

    a-: Box plot 

    b-: Histogram 

    c-: Scatter plot 

    d-: Pie chart 

    Ans: c-: Scatter plot 

36. Ques: In multiple linear regression, what is the role of the dependent variable? 

    a-: It is the variable being predicted based on the independent variables. 

    b-: It is a variable used to control for potential confounding factors. 

    c-: It is an additional variable that does not affect the prediction. 

    d-: It is a variable that does not have any relationship with the independent 
variables. 

    Ans: a-: It is the variable being predicted based on the independent variables. 

37. Ques: Which data mining technique is used for supervised learning to classify 
data into predefined categories? 

    a-: Cluster Analysis 

    b-: Regression 

    c-: K-Nearest Neighbors (K-NN) 

    d-: Decision Tree 

    Ans: d-: Decision Tree 



 

 

 

38. Ques: What is the main purpose of the "support" measure in association rule 
mining? 

    a-: To quantify the strength of the relationship between items in the itemset. 

    b-: To determine the number of rules generated from the data. 

    c-: To identify the most frequent item in the dataset. 

    d-: To assess the significance of a rule in a market basket analysis. 

    Ans: c-: To identify the most frequent item in the dataset. 

39. Ques: Which data exploration technique is used to visualize the distribution of a 
categorical variable? 

    a-: Box plot 

    b-: Histogram 

    c-: Scatter plot 

    d-: Bar chart 

    Ans: d-: Bar chart 

40. Ques: What does the "confidence" measure in association rule mining indicate? 

    a-: The ratio of the probability of the consequent and the antecedent. 

    b-: The degree of similarity between two clusters. 

    c-: The strength of the relationship between two numerical variables. 

    d-: The accuracy of the classification model. 

    Ans: a-: The ratio of the probability of the consequent and the antecedent. 

41. Ques: In data exploration, what does a negative correlation coefficient indicate? 

    a-: Strong positive relationship between variables. 

    b-: Weak negative relationship between variables. 

    c-: Strong negative relationship between variables. 

    d-: No relationship between variables. 

    Ans: c-: Strong negative relationship between variables. 

42. Ques: Which dimension reduction technique is used to create new features that 
are linear combinations of the original variables? 

    a-: Principal Component Analysis (PCA-: 

    b-: Singular Value Decomposition (SVD-: 

    c-: Factor Analysis 



 

 

    d-: Independent Component Analysis (ICA-: 

    Ans: a-: Principal Component Analysis (PCA-: 

43. Ques: In data exploration, which of the following is a numerical data 
visualization technique? 

    a-: Scatter plot 

    b-: Box plot 

    c-: Bar chart 

    d-: Pie chart 

    Ans: a-: Scatter plot 

44. Ques: What is the primary goal of cluster analysis in data mining? 

    a-: To predict numerical values for a continuous outcome variable. 

    b-: To classify data into two or more discrete categories. 

    c-: To group similar data points together based on their characteristics. 

    d-: To identify associations between variables. 

    Ans: c-: To group similar data points together based on their characteristics. 

45. Ques: Which data mining technique is used for unsupervised learning to 
segment the customer base? 

    a-: Decision Tree 

    b-: Regression 

    c-: Cluster Analysis 

    d-: Association rule mining 

    Ans: c-: Cluster Analysis 

 

46. Ques: What is the primary purpose of the "lift 

" measure in association rule mining? 

    a-: To identify interesting patterns and trends in the data. 

    b-: To quantify the support for a rule in the dataset. 

    c-: To measure the relative importance of an item in a market basket. 

    d-: To assess the strength of the association between items. 

    Ans: d-: To assess the strength of the association between items. 

 


